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Figure 1: A) A representation of the experimental setup involving a participant collaborating with a remote musician using AR glasses
and a MIDI drum, and B) An illustration of the sound-animation latency threshold being studied.

ABSTRACT

Augmented Reality (AR), with its ability to make people feel like
they are in the same space as friends from across the world, is an
ideal medium for the purpose of Networked Musical Collaboration.
Most conventional systems that enable networked musical collab-
oration minimize network latency by focusing on the transfer of
auditory information at the expense of visual feedback. Studies
into human perception have shown that sensory integration of audio
and visual stimuli can take place even when there is a slight delay
between the two signals. We studied the way changes in network
latency effect participants’ auditory and visual perception in latency
detection, latency tolerance and attention focus; in this paper, we
explore the trade-off between the presence of AR visuals and the
minimization of latency. Twenty-four participants were asked to
play a hand drum and collaborate with a prerecorded remote musi-
cian rendered as an avatar in AR. Multiple trials involving different
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levels of audio-visual latency were conducted. We then analyzed the
subjective responses of the participants together with the recorded
musical information from each session. Results indicate a minimum
noticeable delay value—defined as the highest amount of delay that
can be experienced before two stimulated senses are perceived as
separate events—between 160 milliseconds (ms) and 320 ms. Play-
ers also reported that a delay between sound and an accompanying
avatar animation became less tolerable at 320 ms of delay, but was
never completely intolerable, even up to 1200 ms of delay. We
conclude that players begin to notice delay at about 320 ms and most
players can tolerate large delays between sound and animation.

Index Terms: Human-centered computing—Interaction
paradigms—Mixed / augmented reality; Human-centered
computing—Interaction paradigms—Collaborative Interaction;
Applied computing—Sound and music computing

1 INTRODUCTION

The past decade has seen significant progress in Augmented Re-
ality (AR) technology. AR experiences are more spatially stable
than in previous years, and the general availability of hardware
that supports high-fidelity AR applications—both on mobile de-
vices [21] and head-worn displays [17,28]—has greatly increased.
These advancements, together with constantly improving internet
connectivity, have made it possible to create applications that sup-
port various forms of remote collaboration, such as online meetings
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(AltspaceVR', Spatial®) and multiplayer games (RecRoom?). Mu-
sical collaboration is an inherently multi-modal experience. Visual
feedback (such as physical gestures and facial expressions [4]) is
particularly important when coordinating and conveying musical
intentions, and AR environments can potentially provide such kinds
of feedback in a more spatial manner. However, not many studies
or commercial applications have explored the use of XR to support
real-time remote musical collaboration [26].

Network Latency—defined as the time it takes for data to be
transferred between its original source and its destination—is per-
haps the main issue faced when attempting to communicate over
the internet. Remote musical collaboration in particular requires
a very low network latency for musicians to be able to coordinate
effectively. While there are many hardware and software tools that
support audio transmission at the required speeds [22], visual in-
formation such as the video streams of musicians are often slower
to transmit. This results in a delay between audio and visual in-
formation, or unsynchronized audio-visual events, which can make
musical collaboration difficult due to the cue mismatch. As a result,
users often disregard video information and focus solely on audio to
maintain coordination [19]. Another solution of asynchronous play
using recorded video or sound clips can alleviate this challenge, but
lacks the benefits of a synchronous experience where musicians can
feed off each other with improvisation.

Musical collaboration in AR faces a similar challenge; transmit-
ting information in real time over the network will likely cause a
delay between spatial information, such as a musician’s body move-
ments and audio information. However, unlike video streams, AR
creates a 3-dimensional environment overlaid on a user’s current
surroundings, thereby providing a more immersive experience. The
ability to view remote musicians as fully-articulated avatars (as
opposed to faces on a screen) and hear multiple musical streams
coming from different locations in the space around them are fur-
ther potential benefits of using AR as a medium to support remote
collaboration.

Research in the field of sensory perception has shown that when
it comes to perceiving temporally disparate audio and visual stimuli
that are the result of the same event, the human brain might have
a threshold for sensory integration [1,7]. A recent study by Liu et
al. [18] utilised the medium of Virtual Reality (VR) to study this
effect further when dealing with spatial auditory stimuli and human
auditory gain response functions. Leveraging this behavior in the
context of network latency and musical collaboration seems to be a
promising approach that has not yet been studied.

In their recent survey on music in Extended Realities (XR),
Turchet et al. note that the area of remote musical collaboration
in AR is relatively unexplored [26]. Further, a limited number of
studies have investigated issues related to latency and the perception
of multi-modal musical stimuli in XR. In this paper, we begin to
address some of these gaps. We are interested in understanding
how musicians respond to delayed audio (music) and visual (avatar
motion) stimuli due to network latency when remote musicians are
collaborating with each other using AR. In particular, we conducted
an experimental study using prerecorded clips in AR to identify
the minimum noticeable delay and the latency threshold at which
musical collaboration with delayed AR visual and avatar animation
are tolerable, as well as understand the impact of the speed or tempo
of collaboration on the latency threshold. The rest of this paper is
structured as follows: we first discuss related work from the fields
of Networked Musical Performance, XR Collaboration, and Sensory
Perception. After this, we define our research questions, and outline
the design of an experimental study to help answer those questions.
The results from our controlled experiment are then presented. Fi-

Uhttps://altvr.com/
Zhttps://spatial.com/
3https://recroom.com/
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nally, we conclude with a discussion of how our findings relate to
our initial hypotheses, and how this work can inform the design of
XR musical collaboration interfaces moving forward.

2 RELATED WORK
2.1 Networked Musical Collaboration and Performance

Networked Musical Performance can be classified into two broad
categories based on the strategies used to enable remote musicians
to effectively collaborate when faced with network latency [5]: in-
stantaneous performance and user-controlled delay.

2.1.1

Instantaneous performance involves reducing network latency to as
low a level as possible. Studies by Schuett [23] indicate that the
latency threshold for “impulsive, rthythmic music” lies around 20 -
30 ms. When the delay is greater than 30 ms but less than 70 ms,
collaboration is still possible, if slightly asymmetric, and variations
in tempo are noticeable. These values are significantly below the
the latency threshold for verbal communication. Schuett estimates
this threshold to be around 200 ms. Zoom, a popular video confer-
encing tool, mentions a value of 150 ms * to be the limit for latency,
beyond which communication might be hampered. Instantaneous
networked musical collaboration systems are limited by the physical
distance between musicians. JackTrip [8], Jamakazam [12] and
Jamulus [13] achieve near-instantaneous collaboration by requiring
players to use an external audio card, provide direct access to their
modem, and set up an Ethernet connection to their personal device.
This configuration can support remote collaboration with musicians
who are located within a certain geographical distance, but cannot
provide video or any additional real-time graphics. These systems
are highly sensitive to configuration, server location, network speeds
of individual users, and the inevitable latency affected by distance.
However, it has been shown that latencies of less than 50 ms can be
achieved when musicians have access to the required hardware and
are within the same city or state.

Instantaneous Performance

2.1.2 User-controlled Delay

In this strategy, users can specify the delay with which their music
is transmitted to remote partners, and also the delay in receiving
streams of remote music. When musicians solely listen to streams
with uncontrolled delay, the threshold for latency is similarly around
50 - 75 ms according to work by Chew et al. [6]. However, when the
delay is increased to coincide with musically relevant time periods
(such as beats or measures as done in the nJam project [5]), collabo-
ration is improved due to the feeling of the delay being “in phase”
with the ongoing musical performance.

In addition to latency, network jitter is another factor that influ-
ences the quality of collaboration. Jitter is the effect caused when
individual data packets have differing latencies, which can occur
with network fluctuations. Kleimola et al. [16] study the effect of
jitter on musical collaboration in more detail. However, jitter can
be reduced to an extent by buffering streams—waiting for a certain
number of data packets to be received before making them available
to the remote user. This results in a net increase in latency. Hence,
we focus solely on the parameter of latency in this paper and ignore
the problem of jitter.

2.2 Remote Collaboration in XR

Some of the earliest research projects in the field of Augmented and
Virtual Reality focused on the design and study of applications that
support remote collaboration [3]. Recent research has focused on
use-cases such as online meetings [11], remote assistance [2], visual-
ization tasks [15], and gaming [27]. The nature of the tasks involved

“https://support.zoom.us/hc/en-us/articles/202920719-Meeting-and-
phone-statistics

Authorized licensed use limited to: UNIVERSITY OF COLORADO. Downloaded on November 11,2024 at 09:53:23 UTC from IEEE Xplore. Restrictions apply.



in these applications (mostly speech and gesture-based communi-
cation) is such that it is possible to collaborate meaningfully even
with the levels of latency experienced when using commercial net-
works [23]. As a result, many studies do not separately discuss the
effect of latency on task performance, or conduct experiments in con-
trolled environments with access to high-speed local area network
communication.

However, collaborative applications that require fine-motor con-
trol or real-time physics-based operations are likely to need much
lower levels of network latency. One example of this is a project by
Elvezio et al. [9], where they developed a collaborative VR game to
assist with remote motor rehabilitation therapy. The game requires
two remote players to balance a ball on a plank while controlling the
position of ropes attached to the corners of a plank. Initial user tests
of the game indicate that effective collaboration requires round-trip
network latency to be below 15 ms, with performance further im-
proving at the 3-7 ms range. While 5G networks of the future might
be able to achieve the required speeds to support such applications,
most commercial networks cannot do so today.

2.3 Remote XR Musical Collaboration

As discussed earlier, musical collaboration is another domain where
meaningful interaction is only possible when there is very low net-
work latency. Augmented and Virtual Reality environments have
already been used to support music education [24] and create new
musical instruments [10]. While there have been a few projects that
explore musical collaboration in XR, this area seems to be relatively
unexplored. One of the earliest works in this space is the PODIUM
project [14], where a Desktop VR system is used to allow remote
musicians to perform together. Players view each other as stylized
avatars, and basic gestures from a conductor (captured using a 6
degree-of-freedom tracker) are transmitted to all participants. The
LeMo project [20] studied musical collaboration in immersive VR
using a shared music sequencer. Sequencers require players to plan
musical choices and input them into a static grid-like framework
indicating music notes and pauses. This creates a disconnect that
eliminates the real-time feeling that musical instruments provide.
More recently, Tamplin et al. [25] developed a VR application for
remote group singing in the context of musical therapy. Because
they were using a JackTrip network that ensured fast communication
between the singers, their work did not face issues with latency.
Across these projects, the benefits of the XR environment (such as
being able to view other participants as avatars and communicate via
gestures) were considered to be significant benefits despite issues
with network connectivity in some cases.

2.4 Audio-visual Perception

Neural processing is associated with inherent latency. It has been
demonstrated that several senses relay information to the brain for
cognitive processing at different speeds, requiring the brain to as-
sociate multi-modal stimuli to produce a unified sensory experi-
ence [29]. When perceiving the world around us, we need to in-
tegrate input from various senses and decide whether the stimuli
are associated with a single event, or disparate events, such as un-
synchronized audio-video events. Recent studies have investigated
the optimal time difference between auditory and visual stimuli for
sensory integration [1,7]. It has been shown that audio-visual integra-
tion can take place when the constituent stimuli are as far as 200 ms
apart. The medium of Virtual Reality has also been used to conduct
studies related to this effect. Liu et al. used VR to present auditory
stimuli of different durations and spatial locations, along with visual
cues, to evaluate the effect of internal auditory response reduction
when faced with consecutive stimuli [18]. Results demonstrated that
localization errors were positively correlated with longer-duration
auditory stimuli and shed light on how sound affects the ability to
locate a sound in a virtual environment.
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3 RESEARCH QUESTIONS

The key insights from prior studies are summarized below:

« Instantaneous Networked Musical Performance requires net-
work latencies to be minimized to the extent possible, ideally
below 30ms [23]. This requires either access to high-speed
internet connections, or specialised hardware and networking
protocols [22], both of which may not be available to all.

* Augmented Reality can potentially provide significant bene-
fits to remote musical collaboration, particularly by enabling
musicians to see remote participants as avatars in a shared
space [26]. There are delays associated with modern XR appli-
cations which are still above the threshold for optimal musical
collaboration (200 ms and above).

¢ The human mind is capable of integrating audio-visual input
even when the two constituent stimuli are presented at different
times within a threshold [1, 7].

Building upon these findings, our research questions are:

1. When collaborating with a remote partner via AR, what is the
minimum noticeable delay and threshold of network latency
(in the transmission of visuals relative to audio) until which
musical interaction is possible and tolerable?

2. How does a musician’s focus shift between auditory and visual
information as latency increases?

4 METHOD

To further investigate our research questions, we conducted a 2x8
within-subjects experiment to simulate remote musical collabora-
tion in AR. We experimentally controlled for two types of remote
drumming collaboration (Section 4.1): Mimic and Improvise. We ex-
perimentally controlled eight levels of network latency: Oms, 20ms,
40ms, 80ms, 160ms, 320ms, 640ms, and 1200ms (Section 4.4). We
used Balanced Latin Squares across all conditions to reduce potential
ordering effects. We first discuss the tasks and apparatus, followed
by details about the participants involved and the experimental pro-
cedure.

4.1

In order to focus on the effects of latency on musical rhythm (or
the idea of being ‘in time’), we chose to base our tasks around
simple rhythmic patterns played on a hand drum. The hand drum
is an instrument that does not require much prior knowledge to
begin playing, hence it would be accessible to the widest range of
participants.

Musical Collaboration Tasks

Across the eight latency conditions, there were two task types:

1. Mimic: Here, participants were asked to mimic the remote
partner and try to play the same rhythm on their drum.

2. Improvise: In this task, participants were given the freedom to
play whatever they felt best complemented the rhythm being
played by their remote partner.

In both cases, the speed of the rhythm played by the remote
partner was 90 beats per minute. During the “mimicry task”, the
remote partner would play a strict 4/4 (4 beats per bar, 4 bars per
measure) rhythm, which translates to a gap of 667 ms between
subsequent hits of the drum. In the “improvise” task, the remote
player would continue playing at 90 beats per minute, but using a
more natural, free-form rhythm.
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Figure 2: Experimental Setup: A Participant wearing an AR Headset
and sitting in front of a MIDI drum. The view of the remote musician’s
avatar is included in the top-right corner.

4.2 Apparatus

The Nreal Light headset was used to enable participants to view their
remote partner in AR. Participants were given an electronic drum
pad to play along with the avatar. The output from the drum pad (in
the form of MIDI notes) was recorded on a laptop computer.

4.3 Simulated Musical Partner

We simulated a remote musical partner by recording the motion and
audio of a musician playing the above mentioned rhythm patterns
on a hand drum. This was done for two reasons: (1) To ensure that
all participants experienced the same behavior from their remote
partners, and (2) to control the net latency between audio and visual
more precisely.

An 18-camera Qualysis motion capture system® was used to
record player movement as animation clips. The drum audio was
recorded into the Ableton digital audio workstation software via
an external sound card. Once recorded, these motion and audio
files were applied on a Humanoid avatar (sourced from the Mixamo
character and animation platform®) and rendered via an application
for the Nreal Light AR headset 7 using the Unity live development
engine (version 2020.2.2f1). This application was presented to
participants during the study, with differing offsets between the
music and resulting animation (Figure 3), discussed in Section 4.4.

4.4 Latency Conditions

Eight different values of delay between the remote partner’s music
stream and the animation of the avatar were considered. Starting
with the baseline condition of no delay (0 ms gap), we consider
constantly doubling latency values of 20 ms, 40 ms, and so on un-
til 1200 ms. This was done to collect more points of data around
the range of tolerable delay (50 - 70 ms) as reported by prior re-
search [16, 23], while also extending the monitoring range until
the point where speech communication suffers (150 - 300 ms), and
beyond, as prior work has not explored the idea of “‘sound-animation

Shttps://www.qualisys.com/
Shttps://www.mixamo.com/
"https://www.nreal.ai/light/
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delay” in the context of AR. Because conditions were created manu-
ally using Unity’s Timeline tool, controlled latency near Oms delay
between the visual striking of the drum and the sound of the drum
strike were made possible. At each latency condition, both musical
tasks—mimicry and improvise—would be observed, resulting in a
total of 16 tasks per participant.

4.5 Procedure

24 participants were recruited via university mailing lists and word of
mouth. All participants were university students, and the experiment
was conducted inside a research laboratory on the university campus.
Participants were briefed about the nature and number of tasks
involved.

The AR glasses were adjusted to the participants’ forehead size
to ensure a comfortable fit. Each participant sat on a chair behind
an electronic drum wearing the AR glasses. The AR avatar of the
remote musician was positioned facing the participant at a distance
of 3 meters in front of them. The environment was that of a plain
room with no visual distractions.

Participants were then asked to perform the “mimic” and “im-
provise” task for each of the 8 latency conditions (16 tasks in total).
Both tasks were 12 seconds in length (4 bars of 4 beats per bar at 90
beats per minute) for all 8 latency conditions.

Delay Amount

Task Delay (ms) N Mean Std. Deviation
Mimic 0 24 2.0000 1.38313
Improvise 0 24 2.2083 1.25036
Mimic 20 24 23125 1.48772
Improvise 20 24 2.2500 1.35935
Mimic 40 24 2.3750 1.40844
Improvise 40 24 2.2708 1.51068
Mimic 80 24 2.2083 1.21509
Improvise 80 24 23125 1.47304
Mimic 160 24 1.8750 1.07592
Improvise 160 24 2.7083 1.78104
Mimic 320 24 2.6042 1.84732
Improvise 320 24 3.1458 1.80265
Mimic 640 24 3.7917 1.55980
Improvise 640 24 2.9583 1.70623
Mimic 1200 24 4.0000 2.35907
Improvise 1200 24 3.3958 1.89381

Table 1: Delay Scores Results: The means and standard deviations
for the jam and follow sections for perception of delays Oms - 1200ms.

We recorded the participant’s electronic drum beat as MIDI (mu-
sical instrument digital interface) information in Ableton Live 11
for further analysis. After participants finished the two tasks in
each condition, we verbally asked and recorded responses to three
questions:

1. How much delay did you experience between animation and
sound on a scale from 1 to 7? (No delay = 1, Max delay= 7)

2. How would you rate the tolerability of the delay experienced
on a scale from 1 to 7? (Not at all tolerable=1, Not noticeable
/ very tolerable = 7)

3. Did you focus more on animation or sound on a scale from 1
to 7? (Sound = 1, Neutral= 4, and Animation = 7)

Across all participants, the presentation of the latency conditions
was counterbalanced using a Latin Square design. The task order
was reversed for half of the participants.

After participants finished all the tasks, they were instructed to
answer a questionnaire related to the system as a whole. Overall,
each session was approximately 45 minutes.
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Figure 3: Avatar Representation of the Virtual Remote Musician and the recorded animation where the hands alternate each hit on the drum

corresponding to the sound of a drum hit.

5 RESULTS

Our results were derived in three ways: 1) a quantitative score
between 1 and 7 for three questions asked after each drumming task
described in the procedure section, 2) quantitative results derived
from recorded musical data in the form of MIDI, and 3) qualitative
data gathered from the questionnaire pertaining to the experience
of delay between the presented sound and visual information. To
analyze the data, a repeated measures Analysis of Variance (RM-
ANOVA) was conducted on the data, and a Mauchly’s test did not
reveal a violation of sphericity for any of the RM-ANOVA tests.
Post-hoc Least Significant Difference (LSD) tests were conducted
on the data to explain any significance among the groups.

5.1 Delay Perception and Tolerance

After each task, participants were asked to rate their perceived sense
of delay, how tolerable the delay was to the experience of playing

Figure 4: The Motion + Audio Capture setup. A Qualisys motion
capture system was used to record player motion, and the drum audio
was recorded into Ableton Live.
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Figure 5: Delay Scores Comparison: The delay scores vs. the delay
amount graphed for both the mimic and improvise sections.
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Figure 6: Interaction Effect in Delay Scores Comparison: The interac-
tion effect in delay scores vs. the delay amount graphed for both the
mimic and improvise sections.
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Delay Tolerance

Task Delay (ms) N Mean Std. Deviation
Mimic 0 24 573 1.713
Improvise 0 24 5.81 1.325
Mimic 20 24 6.02 1.355
Improvise 20 24 5.48 1.850
Mimic 40 24 5.52 1.598
Improvise 40 24 5.81 1.451
Mimic 80 24 5.58 1.316
Improvise 80 24 5.75 1.482
Mimic 160 24 6.00 1.285
Improvise 160 24 533 1.685
Mimic 320 24 5.06 2,023
Improvise 320 24 4.56 1.952
Mimic 640 24 4.00 1.769
Improvise 640 24 5.33 1.949
Mimic 1200 24 417 2353
Improvise 1200 24 479 1.911

Table 2: Delay Tolerance Results: The means and standard deviations
for the jam and follow sections for tolerance of delays Oms - 1200ms.
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Figure 7: Delay Tolerance Comparison: The tolerance scores vs. the
delay amount for both the mimic and improvise latency conditions.

Interaction Effect in Delay Tolerance Score Between Mimic and Improvise
7 Task

= Mimic
= Improvise

Delay Tolerance Score

0 20 30 80 160 320 640 1200

Delay Amount (ms)

Error bars: 85% Cl

Figure 8: Interaction Effect in Delay Tolerance Scores Comparison:

The interaction effect in delay tolerance scores vs. the delay amount
graphed for both the mimic and improvise sections.
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the hand drum, and whether they were focusing on the sound or
animation.

5.1.1

Participants were asked to rate their perceived delay on a scale from
1 to 7 for minimum noticeable delay. A RM-ANOVA revealed a
significant difference among minimum noticeable delay means, F(7,
161)=9.74, p<0.001, ng=0,30, where the delay amount conditions
of Oms, 20ms, 40ms, 80ms, 160ms, were significantly smaller than
delay amounts of 320ms, 640ms, 1200ms (see Table 1). Delay scores
began increasing significantly at 320ms and continued to increase as
the delay between audio and visual information increased (see Table
1 for reported means and standard deviations).

There was an observable interaction effect in the reported delay
score b theetween mimic task and the improvisation task F(7, 161)=
2.61, p=.014, n2=.10, whereby the scores for delay between the two
tasks begin to (feviate from each other at 160ms (see Figure 6). At
160ms delay, the reported delay in the improvisation task became
more noticeable than it was in the mimic task. This trend completely
reverses at 640ms of delay and continues through 1200ms of delay,
where delay is reported to be noticeable in both conditions. However,
participants reported less noticeable delay when improvising (Figure

5).

Minimum Noticeable Delay

5.1.2 Delay Tolerance

To calculate delay tolerance we asked participants to rate how toler-
able the delay between audio and visual feedback was with regard
to playing drums on a scale from 1 to 7. A score of 1 indicated that
the participant felt the experience was completely intolerable and
would not use an application that exhibited this type of delay. A
score of 7 indicated that the participant felt the delay (whether or
not it was perceived) caused no issue with their playing experience.
Delay tolerance was calculated using a RM-ANOVA and a LSD for
post-hoc analysis.

We observed that as the amount of visual delay increased par-
ticipants began to score the tolerance lower at 320ms of delay F(7,
161)=9.94, p<.001, n§=.30, where the delay amount conditions
of Oms, 20ms, 40ms, 80ms, 160ms, were significantly smaller than
delay amounts of 320ms, 640ms, 1200ms (see Table 2 for reported
means and standard deviations)

5.1.3 Visual vs. Audio Attention Focus

We assessed whether participants were focusing on sound or visual
animation by having them choose a number between 1 and 7 on a
spectrum (1=sound, 4=neutral, and 7=animation) after completing
the musical task. A score of 1 indicated that the participant was
focusing solely on the sound rather than the animated avatar, while a
score of 7 indicated that they were focused solely on the animation
as a means of assessing tempo. Results were assessed using RM-
ANOVA and a LSD for post-hoc analysis. The test revealed that
there was no significant difference among any of the delay conditions
with respect to sound or visual animation focus, F(7, 161)= 9.94,
p>.001. Results also indicated that participants frequently switched
focus between trials without any clear preference for either sound or
animation.

5.2 Rhythm Variability with Increasing Delay

To measure the level of disruption the participants experienced
when drumming with different amounts of visual-auditory delay,
we recorded the the drumming output from the instrument during
the mimic task.

The participants’ MIDI information was recorded using Ableton
Live as they drummed on the MIDI instrument. The MIDI infor-
mation was then exported from Ableton at a resolution of 96 pulses
per quarter note (ppq). This is calculated by dividing the inter-note
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Figure 9: Variability in Tempo: The variance of the participants drumming tempo by the eight delay amount (ms) conditions. Individual participant

numbers are color-coded along the bottom of the graph.

interval (667ms) by sixteen and then again by twenty-four steps.
This number was then converted to milliseconds for analysis.

We calculated the sample variance associated with the drumming
data of each mimicry task and delay condition (Figure 9). Variance
in drumming frequency shows how much the participants altered
their tempo while playing. We experienced mechanical errors from
the MIDI drum during this portion of the experiment and variability
was much higher than expected for some data points. For this reason
we chose to eliminate the MIDI data of three participants (P3, P16,
and P24) that exhibited this type of mechanical issue.

The variance data from all participants associated with each delay
condition were positioned in a scatter plot graph. We conducted a
linear regression analysis that resulted in a positive trend line for
almost all participants, however, there were no significant line fit
match due to the high variability in the data (see Figure 9).

5.3 Qualitative Feedback

The questionnaire asked participants three basic sets of questions:
1) about the motion of the avatar, 2) more detail as to what they
focused on during the experiment (sound or visual content), and
3) any general feedback they had about their experience during the
experiment.

Participants had varying opinions on the motion of the remote
musician’s avatar. Most agreed that the arm movements seemed
particularly realistic ("The motion of her arms had variations in the
elbow which felt realistic and I liked that.”), but some participants
expected a greater degree of animation in the rest of the body as well
(’The arms and hands looked somehow accurate to real life. The rest
of the body a bit static.”). This was a limitation of the motion capture
process, where we intentionally focused on capturing accurate drum-
strike movements.

Across participants, we noticed an interesting trend relating to
their focus depending on the task type (mimic or improvise) and
level of latency (with or without perceivable delay). In both tasks,
when there was no perceivable delay, participants tended to give
equal attention to both the audio and animation ("I feel like I was
focusing on both in equal proportion. When there is no delay, brain
just automatically focuses and synchronises both the sound and the
animation.”). In the “mimic” task, some participants attempted to
time their strikes to the visual feedback from the remote musician’s
avatar. This visual information was less important in the “improvise”
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task, as participants were more concerned about the resulting music
created by the superposition of their playing and the remote musi-
cian’s audio stream. However, once the latency started to increase
beyond a certain limit, their focus mostly shifted towards the audio
stream, and the visuals were seen as a distraction ("When improvis-
ing, I'm listening first and looking second. As long as I can hear
the other players without any delay, I can improvise without any
need for visual cues”). While this result was expected supported by
work comparing audio-video streams [19], it is interesting that the
quantitative results reveal a higher tolerance threshold for the visual
information from the avatar being delayed, when compared to the
musical latency threshold.

When asked for general feedback about the experiment, partici-
pant responses were primarily related to the behaviour of the remote
musician’s avatar and their experience with the musical tasks. In
particular, participants indicated a need for more upper-body ges-
tures from the avatar for effective communication. They also asked
for variations in the musical rhythm and context to account for more
situations and make the experiment less monotonous.

6 DiscussioN

In this study we aim to define a threshold for both perceiving a
minimum noticeable delay and when players can no longer tolerate
the amount of delay between a perceived sound and visual animation.
In addition, we are also interested in investigating whether players
focus more on sound or animation while delay increases.

We addressed the first research question of defining the minimum
noticeable delay by assessing the delay amount scores indicated by
the participants after each task. Results indicated that players began
significantly noticing delay between 160ms and 320ms. However,
there was no significant difference between the 160ms condition and
the conditions with less delay than 160ms. There was a significant
increase at 320ms of visual delay. Therefore, we hypothesize that the
minimum noticeable delay value is higher than 160ms and possibly
less than 320ms. In future studies we will investigate perceived
delay between 160ms and 320ms to test for a more precise value of
minimum noticeable delay.

Additionally, we address the maximum amount of delay a par-
ticipant can tolerate while playing drums. The upper threshold for
tolerance of visual delay was surprisingly undefinable. We noticed
that the tolerance began significantly declining at the same delay
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amount of 320ms as the reported delay score. This suggests that
as soon as players begin noticing delay, the experience begins to
degrade. Interestingly, the reported delay tolerance levels are not
observed below a neutral score of 4. We interpret this to mean that
a maximum threshold for delay was not found during our test se-
quence. Because players were mimicking a virtual drummer playing
at a regular tempo of 90bpm (667ms between beats), 1200ms of
delay causes animations to fall out of sync by almost 2 full cycles
of sequential beats. This poses a limit for understanding an upper
threshold for delay tolerance with regularly spaced drum beats be-
cause a player will not be able to distinguish the discrepancy in delay
between cycles. It is possible that irregular drum beats may cause
this upper tolerance threshold to become more apparent.

During the improvisation task players did encounter irregular
drum beats, but did not experience as much delay overall as they
did in the mimic section. We think that this is due to an increase in
cognitive load during the improvisation task. As the delay becomes
more and more noticeable, the delay scores associated with the
improvisation task begin to become greater than those associated
with the mimicry task. Cognitive loading occurs when a more
mentally and/or physically demanding task is presented and distracts
the player from being able to process additional information. In this
case we think the perception of delay becomes less apparent to the
player when improvising with high amounts of visual delay.

The second research question addresses whether the player is
focusing on sound or visual information as the amount of delay
increases between the two sources of information. We did not find
any significant effect of changing focus throughout the test, nor
did focus change reliably to one stimulus or the other. We noted
that participants chose sound or visualization, sometimes went back
and forth between information sources, or were otherwise confused
about what specifically to focus on. This produced a result that
averaged to a neutral score of 4 and therefore did not support the
hypothesis that players will focus more on sound as delay increases.

The findings of this study are particularly relevant for designers
and researchers working on developing more full-fledged XR musi-
cal collaboration systems. Knowing that there is a higher tolerance
for delayed animations opens up the possibility of developing a
multi-network system that takes advantage of existing networked
musical performance tools such as JackTrip [8], while also commu-
nicating information about player movement and gestures via more
general-purpose networks. Crucially, this means that progress in
this area need not merely be tied to the improvement of networking
infrastructure. Even with the threshold being what it is, we anticipate
that there is considerable scope for the design of unique features
that make the collaborative experience more enjoyable, drawing
from related work on player-controlled delay [5,6]. We plan on
exploring these directions as part of future research into the field of
XR musical collaboration.

7 LIMITATIONS

Given that this is an initial, controlled experimental study into hu-
man perception, our choice of tasks and overall design of the study
inevitably prioritized internal validity over external applicability.
While we are talking about a collaborative musical context, the
remote musician presented to the participants was simulated. Fu-
ture studies involving fully-networked collaborative prototypes with
additional communication channels (speech, gestural), as well as
real participants on both sides of the network, would allow us to
better understand the effect of audio-visual delay in a real-life con-
text. Such studies could also have longer and more natural tasks,
involving real-time collaboration on music that is more familiar to
participants.

Regarding the choice of participants, experience with musical
instruments was not a criteria for inclusion or exclusion. Novice
musicians are likely to have different expectations from such a
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system as compared to more experienced players, and this is bound
to affect their perception tolerance thresholds as well. Conducting a
similar study with stratified groups of participants would allow us to
quantify these effects further.

We did not collect or record information from the AR headset
being worn by the participants. Future studies could potentially use
participant gaze information to also get a sense of whether they were
focusing on the visuals (e.g. looking at the remote musician’s avatar)
or audio (e.g. looking at their own drum), and use this information
to corroborate the responses by the participants after the sessions.

8 CONCLUSION

Most systems that enable instantaneous networked musical collabo-
ration have focused on low-latency transmission of auditory informa-
tion between remote musicians, as slower video streams can often be
more confusing than helpful. Augmented Reality can be a promising
medium to support remote musical collaboration due to its ability
to render remote musicians as avatars in the same space as a local
player, thereby resulting in a more immersive experience. Through
this study, we demonstrate that musicians are able to collaborate in
AR even at latencies higher than those required for purely musical or
speech-based communication. While their focus might shift between
the auditory and visual streams of information depending on the
degree of latency, we found that delays in AR visuals seemed to
be more tolerable than those for video streams as reported by prior
work. These findings are encouraging as they indicate that network
latency is not the main roadblock to meaningful collaboration, and
that immersive visual feedback can be useful to musical interaction
even if it is slightly delayed from audio. Moving forward, we hope
to use these results in the design of immersive environments that
better support real-time remote musical collaboration.
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